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Abstract — The generation of heterogeneous microstructures using surrogate models plays an important role in order to quantify the resultant material properties given only limited specimen. Using Gaussian Random Fields, material microstructure realizations can be obtained through a surrogate model from which new realizations can quickly be generated. The given paper explores the opportunities of identifying the surrogate model parameters using Bayesian Inference. The use of stochastic methods enables the future application to uncertainty propagation, for example in the area of reliability analysis.
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1 Introduction

The microstructure of a given specimen plays a large role in defining its effective material properties, making material microstructure characterization a central problem in engineering science. It has effects on local physical fields, computational homogenization and failure prediction (see \cite{2, 10} and the references therein).

Without loss of generality of the present approach for various physical field equations, this is shown as an example for linear elasticity. For a domain $\mathcal{D}$ written with and without periodic boundary condition, this leads to the linear elastic boundary value problem

\[
\begin{align*}
\text{div} \ C(x) : \varepsilon &= 0 \quad \text{in } \mathcal{D} \\
\varepsilon &= \nabla^s u \quad \text{in } \mathcal{D} \\
u(x) &= \hat{u} \quad \text{on } \partial \mathcal{D}_d \\
C(x) : \varepsilon \cdot n &= \hat{t} \quad \text{on } \partial \mathcal{D}_t
\end{align*}
\]

(1)

with

\begin{itemize}
\item $\mathcal{D} \in \mathbb{R}^n$: Computational Domain,
\item $x \in \mathbb{R}^n$: Spatial Coordinate,
\item $\partial \mathcal{D}_d$: Dirichlet Boundary part of $\mathcal{D}$,
\item $\partial \mathcal{D}_t$: Neumann Boundary part of $\mathcal{D}$,
\item $C$: Locally Dependent Elasticity Tensor,
\item $\varepsilon$: Strain and Symmetric Gradient of Displacement,
\item $\hat{u}$: Predefined Boundary Displacement,
\item $\hat{t}$: Predefined Boundary Stress.
\end{itemize}

From the problem of linear elasticity the need for a spatial representation of the material microstructure, here shown for $C$, can be seen as this will affect the resulting field variable $u$. The microstructure is governed by the local variations in mechanical properties, which holds true for other field problems.

For numerical methods its representation is required. Using material specimens this can, depending on the type of specimen, be gathered using Electron Backscatter Diffraction (EBSD) or $\mu$CT measurements. An overview of practical identification methods can be found in \cite{3}. This leads to measurements as the one shown in figure 1 adapted from \cite{6, 7}, where a porous pyrocarbon matrix is displayed. The assignment of the elastic parameters as needed for equation (1) would be conducted based on material measurements, indicated by the colour at the respective positions.

The obtained microstructure can then be characterized by different descriptors. One of the most common is the Two Point Correlation Function $S_2$ which for binary microstructures measures the correlation between two points, see \cite{10} for other descriptors and their interpretation. This characterization can be used to assess the similarity between different microstructures.
Surrogate microstructure samples can be used to complement the limited real microstructure data to conduct statistical analysis of the effective material properties and the structural response. Here, a functional representation of the material microstructure is sought from which new samples can be easily computed. An overview of different surrogate microstructure generators can be found in [2].

In the given paper, the identification of surrogate microstructure generators based on a Random Field Approach is studied. Here, the microstructure morphology is parameterized through tunable parameters which are determined using Bayesian Inference comparing surrogate samples to ground truth microstructures. The use of Bayesian inference enables further studies based on uncertainty propagation of the posterior likelihood from the resulting parameters. Here, the microstructures are generated through a Gaussian Random Field as in [9] and compared to ground truth microstructures using the $S_2$ correlation function described in [10].

The report is structured in three parts. The approach is described in 2. The results of the identification based on an artificially generated microstructure sample are presented in 3. Some potential future extensions are introduced in 4.

2 Numerical Procedure

In order to find a description of a microstructure’s elasticity parameters suitable for field problems as presented in equation 1, the microstructure’s material type at different points needs to be related to the local elasticity parameters. Given a parametric description $\chi$ of a microstructure for the binary case, this can be expressed as

$$C(x) = \chi(x, \theta, \omega)C_1 + (1 - \chi(x, \theta, \omega))C_2.$$  

Here, the microstructure depends on $\theta, \omega$, where $\theta \in \mathbb{R}^d$ are the tunable parameters and $\omega \in \Omega$ is the sample indicator. From $\chi$, different realizations can be sampled in turn giving rise to different overall elastic behaviours affecting the resulting effective material properties.

For the inverse problem, the tunable parameters $\theta$ are treated as random variables to be inferred through Bayesian Inferences and Markov Chain Monte Carlo. The identification is based on the knowledge of material microstructure samples $\chi_{\text{data}}$, such that realizations from $\chi_{\text{model}}$ closely capture the morphological properties of the ground truth.

Once a description of $\theta$ has been obtained, new microstructure samples can be generated.

2.1 Surrogate Microstructure Generation

In this report, the surrogate samples are generated using a Gaussian Random Field based approach. This means, the level set describing the microstructure is generated based upon a Gaussian Random Field as laid out in [8]. For the moment, the problem is restricted to the binary microstructure problem, though
an extension to further constituents is possible. Once the surrogate function has been identified, further realizations of samples can be generated.

**Level Set Cutoff** The material microstructure is derived from a random field \( q \) by conducting a level set cut of said field. As shown in [8], this process can be written as

\[
\chi(x, \omega) = \begin{cases} 
1, & \text{if } q(x, \omega) \geq \tau, \text{inclusion} \\
0, & \text{if } q(x, \omega) < \tau, \text{matrix}
\end{cases}
\]  

(2)

This leads to the level set parameter \( \tau \), which can be related to the volume fraction of each component. Using the indicator function \( \chi(x, \omega) \), further material properties as local elasticity tensors or other properties can be assigned.

**Random Field Generation** The level set \( q(x, \theta, \omega) \), which depends on the spatial location \( x \in D \), tunable parameters \( \theta \in \mathbb{R}^d \) and the sample indicator \( \omega \in \Omega \), is sampled through a Gaussian Random Field. To generate a realization of the Gaussian Random Field a homogeneous covariance function is introduced. This means, the covariance between two points only depends on their distance. Here, the covariance is chosen to be of Matérn type, which is a widely adopted hypothesis. This leads to

\[
C(x, y) = M_\nu \left( \frac{\sqrt{2\nu}}{l} \| x - y \|_A \right) \\
M_\nu(x) = \frac{x^\nu K_\nu(x)}{2^{\nu-1} \Gamma(\nu)},
\]  

(3)

giving \( M_\nu \) as the normalized Matérn kernel, where \( K_\nu \) is the modified Bessel function of second kind and \( \Gamma \) is the gamma function; \( \nu \) is a smoothness parameter defining how many times the resulting random field will be differentiable. To sample a random field with a covariance in the form of equation (3) Gaussian white noise can be correlated by computing the convolution of the covariance kernel with white noise using the Fast Fourier Transformation (FFT).

**Tunable Parameters** In the presented model the tunable parameters consist of volume fraction, correlation length, smoothness and anisotropy. They were combined into a set \( \theta \) with

\[
\theta = \{ \tau, l, \nu, A \},
\]

however, in the presented approach, the resulting random field was assumed to be twice differentiable as a cutoff is conducted. Additionally, the microstructure is assumed to be isotropic, thus implying \( A = I \). This leads to

\[
\theta = \{ \tau, l \}.
\]  

(4)

**Generation Code** The previous steps can be shown in algorithm 1. Using this approach for different parameters \( \theta \), the effect the parameters have on resulting microstructures are illustrated in figure 2.

**Algorithm 1: Morphology Based Metamodel**

| Data: Surrogate Parameters \( \theta = \{ \tau, l \} \) |
| Result: Realization of Surrogate Microstructure |

/* Algorithm to generate surrogate samples given the model parameters */

def generateSampleMorphology(l: float, \( \tau \): float):

/* Generate binary microstructure with Matérn Covariance function and given correlation length and volume fraction */

Generate Matérn Covariance;

Sample Gaussian Noise \( \eta \);

\( q \) ← Through Convolution of Matérn Kernel with \( \eta \) using FFT // Covariance from 3

\( \chi \) ← Level set cut from \( q \) // Cut according to 2

return \( \chi \);

1The process for this laid out in Section 5.2 in [9] includes multiple level sets with the section assignment being done with the dominant one at each pixel/voxel.
Figure 2: Comparison of sample Morphologies by the phase indicator function $\chi(x)$ with their covariance and level set parameters (volume fraction and correlation length), phases indicated by colour.

### 2.2 Identification Surrogate Model Parameters

To generate surrogate microstructures similar to measured samples, the parameters $\theta$ of the surrogate model need to be tuned. Once the tuned parameter set has been obtained, realizations of the surrogate material can be generated using algorithm 1.

The covariance kernel properties are obtained from a numerically generated ground truth sample as an artificial toy problem to validate the approach. This inverse problem is solved by Bayesian inference as this provides uncertainty measures about the result. The application of Bayesian inference to identify Matérn kernel based microstructure generators was proposed in [8].

The idea is to identify Matérn covariance properties giving rise to surrogate microstructures having similar covariance and volume fraction as the original sample. The microstructures are characterized by the two point correlation function $S_2$ that is further explained in [10]. Generally, this can be written as

$$S_2(x_1, x_2) = \langle \chi(x_1, \omega) \chi(x_2, \omega) \rangle_{\omega},$$

where $S_2$ is approximated by the ensemble average (angular brackets) over multiple realizations. Assuming a random field is homogeneous, the $S_2$ function does not depend on $x_1, x_2$ but on the vector between the points $r = x_1 - x_2$. This leads to

$$S_2(r) = \langle \chi(x, \omega) \chi(x + r, \omega) \rangle_{x, \omega},$$

where the ensemble average over all points $x$ in the spatial domain and all realizations $\omega$ is computed. Following [10], limits of this homogeneous $S_2$ function can be related to the volume fraction $\phi$ through

$$\phi = \lim_{|r| \to 0} S_2(r).$$

In order to identify the parameters $\theta$ from this descriptor using Bayesian inference, the likelihood for the model parameters given some data needs to be derived.
From Bayes’ rule it can be seen that
\[ p(\theta|S^\text{data}_2) \propto p(\theta)p(S^\text{data}_2|\theta), \] (5)
where \( p(\theta|S^\text{data}_2) \) is the desired posterior probability, \( p(\theta) \) is the prior and \( p(S^\text{data}_2|\theta) \) is the likelihood of some specific measurements given \( \theta \).

\[ S^\text{data}_2(r) : \text{Covariance of Sample} \]
\[ r : \text{Separation} \]
\[ \theta : \text{Model Parameters} \]
\[ S_2(\theta, r) : \text{Model Covariance given } \theta \]

This leads to the following model:
\[ S^\text{data}_2(r_i) = S_2(\theta, r_i) + \varepsilon \]
\[ \varepsilon \sim N(0, \sigma) \]
\[ \varepsilon \text{ independent of } r_i \]

Using this, the probability of each \( S^\text{data}_2(r_i) \) originating from \( S_2(r_i, \theta) \) given \( r_i \) can be described by a normal distribution with
\[ p_i(S^\text{data}_2, r_i, \theta, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{(S^\text{data}_2(r_i) - S_2(\theta, r_i))^2}{2\sigma^2}\right). \]

Given \( n \) samples \( r = \{r_i; i = 1..n\} \), the likelihood can be rewritten as
\[ p(S^\text{data}_2|r, \theta, \sigma) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{(S^\text{data}_2(r_i) - S_2(\theta, r_i))^2}{2\sigma^2}\right) \]
\[ = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{1}{2\sigma^2} \sum_{i=1}^{n} (S^\text{data}_2(r_i) - S_2(\theta, r_i))^2\right). \]

Thus, the log likelihood can be written as
\[ L(\theta, \sigma) = -\frac{n}{2} \log 2\pi - n \log \sigma - \frac{1}{2\sigma^2} \sum_{i=1}^{n} (S^\text{data}_2(r_i) - S_2(\theta, r_i))^2. \] (6)

To get the posterior likelihood, \( \theta \) needs to be related to an appropriately chosen prior distribution using \( \theta \). For the log posterior, this leads to
\[ P(\theta, \sigma) = L(\theta, \sigma) + \log(\text{Prior}) - \text{constant}, \] (7)
where the constant is related to the evidence from Bayes’ rule. With this log posterior likelihood, samples from the posterior distribution \( \theta \) can be obtained using Markov Chain Monte Carlo as implemented in the python tool pymc \( [1] \). Using these samples, a posterior analysis can be conducted giving rise to confidence intervals on the parameters and maximum a posteriori (MAP) estimators.

3 Results

To demonstrate the viability of this approach, a sample \( \chi^\text{data} \) is generated from a Matérn random field using the approach laid out in \( \chi \). The parameters (ie. ground truth parameters) are then identified using the computational procedure in \( \theta \).

Based on the material image, the posterior distribution is sampled using the derived likelihood \( \theta \) and a uniform prior distribution within the accepted bounds of correlation length \( (0, 1.) \) and volume fraction \( (0, 1.) \). The standard deviation of the noise \( \sigma \) is also inferred and the prior is modeled by an exponential distribution with \( \lambda = 1 \), which is a common approach as the standard deviation must be positive.
The sampling is conducted using pymc’s slice sampler with 50000 samples. The estimation of the surrogate material properties give an 97% interval for the volume fraction of the material to be between 0.19 and 0.20 with a maximum a posteriori value $\tau_{\text{MAP}} = 0.19$. With the ground truth being 0.2, this is thus accurately recovered. The correlation length has a posterior confidence interval between $[0.0043, 0.0055]$ with $l_{\text{MAP}} = 0.0049$ with the ground truth being 0.005. Thus, for both cases, the parameters of the covariance kernel (3) and the level set cutoff (2) are accurately recovered.

Figure 3: Posterior Distribution of Correlation Length, Volume Fraction and $\sigma$ Reconstruction based on given $\chi$ image

Figure 4: Pair Plot of Posterior Distribution of Volume Fraction and Correlation Length

The difference between the ground truth specimen, which is reconstructed and specimens generated from the posterior distribution in 3 can be seen in figure 5. The ground truth microstructure to be identified can be seen in figure 5a. In figure 5b differences in the $S_2$ correlation function between the ground truth and the reconstructed parameters are shown. The $S_2$ correlation functions shown in the detail are sampled from the identified posterior distribution which is used in figure 5c as well.
4 Conclusion and Perspectives

The identification of microstructures governed by Gaussian random fields has been shown to be feasible. The covariance and level set parameters based on which the ground truth sample was generated has been recovered. Furthermore, the use of metamodelling techniques paths the way for future computationally more expensive problems. Due to the application of methods of statistical inference in the reconstruction of microstructural parameters, the obtained results chain in well to the application of uncertainty problems.

The potential extensions can be classified into two parts. The first part includes the application onto the direct identification and generation of microstructures. Here, experimentally obtained EBSD, μCT or SEM data can be used in a first step to show the feasibility of the approach and the functioning of the toolbox. Furthermore, the application to external SEM data can be studied, for example the data given in [6]. A sample from this microstructure can be seen in figure 1 and the similarity to the samples generated in figure 2 can be studied. In [8], the random field microstructure generator was extended to include an underlying topological support, meaning it can capture more complex microstructures. Here, first an ideal microstructure without noise is generated which is distorted based on its level set description.
Depending on the specimen studied, this extension should be included. This leads to the capability of studying more complex structures whilst accounting for deviations from ideal geometries. Depending on the problem studied, additional geometric microstructure descriptors can be included. They can be augmented through the use of mechanical descriptors such as effective mechanical behaviour.

Additionally, the resulting identified microstructure generator should be applied onto more complex failure assessment types. Here, the sampling methods introduced can be used for rare event problems. This includes problems of high cycle fatigue, where each individual failure has a low likelihood, but the results can be catastrophic and the structure is studied over a long period of time. A potential failure mechanism to be studied in this field is the Dang-Van fatigue criterion, which fits well into the periodic microstructure setting \[5\] [11] [4]. The current solution of the elasticity problem can directly be extended to crystal plasticity, thus being applicable for various failure models and being capable of accurately describing different phenomena of metallic structures. Some initial steps in this application were conducted in \[8\] [9].
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